Deep Learning Nowcast



Artificial Inteflligence

Deep Learning Nowcast -

A Brief History

Paper on NIPS2017

Yea r _ l)ecp lll‘al‘llilll.'. - pl‘(‘(‘ipitﬂti"n Nowcas“nu:

2014 Initiated collaboration with HKUST

2015 ConvLSTM developed, outperforming
ROVER for rain/no-rain (0.5 mm/h),
resolution limited to 100x100 only

2016 Model enhancement and adaptation

2017 TrajGRU developed and benchmarked,
outperforming ROVER for 30mm/h

support arbitrary resolution

A Benchmark and A New Model

Xingjian Shi, Zhihan Gao, Leonard Lausen, Hao Wang, Dit-Yan Yeung
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https://papers.nips.cc/paper/7 145-deep-learning-for-precipitation-nowcasting-a-benchmark-and-a-new-model.pdf
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Deep Learning Nowcast developed

Based on Trajectory Gated
Recurrent Unit (TrajGRU):
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Innovations:
1) Trajectory
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(b) For trajectory RNN, the recurrent con-
nections are dynamically determined.

2) Weighted Error Function

Ul N =

w(x) =

w(x) to each pixel according to its rainfall intensity z:

30,

. Also, the

z > 30

masked pixels have weight 0. The resulting B-MSE and B-MAE scores are computed as B-MSE =

180 180
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1,,,,__,| where \ is the total number of frames and w), ; ; is the weight correspondmu to the (7, 7)th
pixel in the nth frame. For the conventional MSE and MAE measures, we simply set all the weights

to 1 except the masked points.



Performance of TrajGRU

o HSS 1
Algorithms FEOE 52 P3B 510 S50 B-MSE | B-MAE |
Offline Setting
Last Frame 0.5207 0.4531 0.3582 0.2512 0.1193 15274 28042
ROVER + Linear 0.6038 0.5473 0.4516 0.3301 0.1762 11651 23437
ROVER + Non-linear  0.5896 0.5436 0.4590 0.3318 0.1576 10945 22857
2D CNN 0.6366 0.5809  0.4851 0.3690 0.1885 7332 18091
3D CNN 0.6334 0.5825 0.4862 0.3734 0.2034 7202 17593
ConvGRU-nobal 0.6756 0.6094 0.4981  0.3286 0.1160 9087 19642
ConvGRU 0.6701 0.6104 0.5163 0.4159 0.2893 5951 15000
TrajGRU 0.6731 0.6126 0.5192  0.4207 0.2996 5816 14675
Online Setting
2D CNN 0.6365 0.5756  0.4790 0.3744 0.2162 6654 17071
3D CNN 0.6355 0.5736  0.4766  0.3733 0.2220 6690 16903
ConvGRU 0.6712 0.6105 0.5183 0.4226 0.2981 5724 14772
TrajGRU 0.6760 0.6164 0.5253  0.4308 0.3111 5589 14465
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Deep Learn (TrajGRU)




60-min Forecast Reflectivity
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.  60-min Forecast Reflectivity
Based at 2018/09/16 10:30
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120-min Forecast Reflectivity
08/22 16:30
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60-min Forecast Reflectivity
Based at 2018/08/22 17:30
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Deep Learn (TrajGRU) 2018/08/22
Various Base Time; VaI|d at 18: 3OH
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Discussion on “Decay”

sxjscience commented on 3 Apr Owner

2H_t * forecastedIE— P RNNEY data2 20

chencodeX commented on 10 Apr
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) sujscience commented on 11 Apr Owner
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Get Outlook for i0S <https://aka.ms/o0ukef>

chencodeX commented on 11 Apr

EREARERIZFIRRENE?

chencodeX commented on 12 Apr

TRt - E—ARARAET R FIEM SR ARt -
As rainfall events occu ly, we select the rainy days based on the rain barrel information to form
our final dataset, which has 812 days for ing, 50 days for validation and 131 days for testing.
Our current treatment is close 1o the real-li 0 as we are able o trai additional model that
classifies whether or not it will rain on th nd applies our preci ing model if

10loga + 10blog It where It is
ics and the average monthly rainfall

rate a
distribution of the HKO-
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&) sxjscience commented on 12 Apr Owner

10
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chencodeX commented on 12 Apr

L0 EEERE BT TCRTER T - R 2260 TR EIST

@ P chencodeX closed this on 12 Apr

wewoo commented on 28 Apr Collaborator
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© 2 vowoo reopened this on 28 Apr

wewoo commented on 1 May Collaborator
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DL/Traj-GRU on Github

& 3 C 0 @ GitHub Inc [US] | hitps//github.com/sxjscience/HKO B A % e v OH B

Pull requests Issues Marketplace Explore

[ sxjscience / HKO-7 @uUnwatch~ 15 drstar | 120 YFork 54

<> Code Issues 2 Pull requests 0 Projects 0 Wiki Insights

Source code of paper "[NIPS2017] Deep Learning for Precipitation Nowcasting: A Benchmark and A New Model"

@ 17 commits ¥ 1branch © 0 releases 42 2 contributors
Branch: master ~ New pull request Create new file  Upload files = Find file Clone or download ~
@ wewoo Update READMEmd e Latest commit boz3sca on 3 May
| VarFlow HKO-7 11 months ago
| experiments HKO-7 11 months ago
B hko_data HKO-7 11 months ago
B mnist_data fix 11 months ago
| nowcasting HKO-7 11 months ago
[2) .gitignore add .gitignore 11 months ago

[E) HKO-7_Dataset_Undertaking_fillable. pdf added undertaking form and edited README.md 6 months ago



WAY FORWARD



Better Error Function (Deterministic)

* May consider functions
with higher tolerance
and thus less double
penalty to achieve ] Lw
More Realism, e.g. 1

— Spatial-Temporal
Smoothing
— Fractional Skill Score (FSS)




Probabilistic Rainfall Nowcast
Based on Optical Flow (ROVER)
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Probabilistic Rainfall Nowcast
Based on Optical Flow (ROVER)
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Probabilistic Rainfall Nowcast
Based on Deep Learn (TrajGRU)

P

e Possible Way:
— Time-Lagged Ensemble (TLE)

— Make an ensemble of 36 members based on 9 years of
data, instead of 7, i.e. “;C,=36"



Error Function (Probabilistic)

Reliability Diagram ROC Curve

ROC Curve from 2018-01-01 00:00 to 2018-12-31 23:57

ime = 60 min

Reliability Diagram from 2018-01-01 00:00 to 2018-12-31 23:57

Lead Time = 60 min

Points in the same series are of different probabilities
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Other Deep Learning Applications

State of Sky and Visibility from Web Cam
Rainfall Rate from Satellite Data
Probabilities of Rainstorms

Onset of Sea Breeze for Aviation



THE END



